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Abstract: Robotic visuo-tactile manipulation has become increasingly focused for its promising ability to push forward the
performance boost for tasks that contains rich contact. Amongall tasks, the insertion task is the most atomic one, soitis
worth researching and benchmarking. While there is still a vacancy for a standard evaluation platform or a large foundational
dataset for it. We first propose Insert-100M, a dataset that contains diverse insertion tasks with multiple shape parameters.

We then propose InsertScale: a benchmark for generalized visuo-tactile insertion tasks with three novel visuo-tactile
downstream tasks.
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